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On the Impact of Temperature for Precipitation
Analysis

Madara Premawardhana, Menatallah Abdel Azeem, Sandeep Singh Sengar,
Soumyabrata Dev

Abstract Climate is the result of the constant interaction between different weather
variables where Temperature and Precipitation are significant factors. Precipitation
refers to the condensation of water vapor from clouds as a result of gravitational
pull. These variables act as governing factors for determining rainfall, snowfall,
and air pressure while determining wide-ranging effects on ecosystems. Different
calculation methods could be employed such as Standard Precipitation Index for de-
termining precipitation. Temperature is the measure that is used to identify the heat
energy generated by solar radiation and other industrial factors. For understanding
the interplay between these two variables, data gathered from several regions of the
world including North America, Europe, Australia, and Central Asia were analyzed
and the findings are presented in this paper. Prediction methods such as Multiple
Linear Regression and LSTM (Long-Short-Term-Memory) have been employed for
predicting rainfall from Temperature and Precipitation data. The inter-dependency
of other weather parameters are also observed in this paper relating to rainfall pre-
diction. The accuracy of the prediction models using machine learning has also been
experimented within the study. The implementation of our work is available herel

1 Introduction

Climatic changes occur due to the interplay between different weather variables.
Temperature and precipitation could be identified as two major weather factors
which are strongly dependent on each other [1]. While all weather and meteorolog-
ical variables affect rainfall classification greatly, only a few of them have greater
influence such as solar radiation [2f], Precipitable Water Vapor (PVW) [3]], seasonal
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and diurnal features [4]. Earth receives temperature from solar radiance. Human
activities such as rapid industrialization contribute to the global heat increase. The
precipitation is water that comes down from the sky as rain, snow, hail, or any
other form [5]. Some places on Earth which have very high precipitation, experience
very wet climates, and some have low precipitation, resulting in very dry climates.
The interplay between temperature and precipitation also differs on factors such
as Earth’s natural orientation. Rainfall prediction and its accuracy is important for
long-term decision-making in a variety of areas including agriculture, irrigation,
and scientific research [6]]. Observing the prediction of rainfall occurrence by ana-
lyzing temperature and precipitation, we understand that each factor’s independent
nature is important. The variation of each variable being influenced by other weather
factors also has to be taken into consideration when analyzing the relationship be-
tween the selected factors. Furthermore, we have allocated data sets from around the
world to cover different climatic regions such as North America, Europe, Central
Asia, Canada, and Australia which are further discussed in Section 2. The data sets
were collected from National Snow and Ice Data Center (NSDIC) and the National
Oceanic and Atmospheric Administration (NOAA) which possess accurate weather
data sets in a standard format [7]]. These data sets were analyzed for anomalies and
non-available values and accordingly were cleaned. Then correlation analysis was
done on the available data for identifying the relationship between different weather
variables including temperature and precipitation. The selected weather variables
were also predicted using the simple machine-learning technique of multiple linear
regression by using the available data. The potentiality of predictions of tempera-
ture and precipitation is also presented in the paper. Further, employing the weather
data including temperature and precipitation, multiple linear regression and Long
Short-Term Memory (LSTM) models were developed to predict the rainfall in the
Sydney-Australia region.
The main contributions of the paper are as follows:

* Analyzing and identifying the relationship between different environmental fac-
tors towards the prediction of proportionately collaborating environmental factors
using Simple Linear Regression (SLR) and Long Short-Term Memory (LSTM).
Here , the focus is on comparing the results of the two aforementioned method-
ologies for identifying the most suitable approach.

* Prediction of rainfall depended on using independent data sets which contain
temperature and precipitation from different areas of the world and adopting
base work for accurate rainfall prediction using Artificial Neural Networks. This
procedure could be easily re-modified and re-applied for finding relationships and
predicting rainfall using a variety of other variables as well.

* In order to support reproducible and extensible research, the code to reproduce
the results of this manuscript is available onlindT]

! The source code related to this paper is available viahttps://github.com/MadaraPremawa
rdhana/On-the-Impact-of-Temperature-for-Precipitation-Analysis,
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2 Data Description

The data sets utilized for the prediction and correlation analysis carried out in
the paper, were taken from the National Oceanic and Atmospheric Administration
(NOAA), National Snow and Ice Data Center (NSIC) [8]. The data taken from
NOAA includes three locations for the duration of 5 years in a temporal resolution of
24 hours. The data collection locations are Alpena-USA, Beaucelville-Canada, and
Dublin-Ireland. The data sets include weather data such as Snow Depth, Average
Temperature, Precipitation, Snow, the direction of a peak wind gust, peak gust
wind speed, Minimum Temperature, Maximum Temperature, Average Wind Speed,
the direction of the fastest 2-minute wind, the fastest 2-minute wind speed, the
direction of the fastest 5-minute wind, and the fastest 5-second wind speed which
were represented by SNWD, TAVG, PRCP, SNOW, WSFG, WSF5, TMIN, TMAX,
AWND, WDF2, WSF2, WDF5 and WSFS5 respectively [9].

The data taken from NSIC includes data from Central Asia, including data from
Almaty, Kazakhstan from 1879-2003. This data has not been employed in carry-
ing out the predictions or analyzing correlations since the data set had a temporal
resolution of 1 month, including data on Average Temperature and Average Precip-
itation only. Hence, this data has been used for identifying precipitation variation
and temperature in Section 5 before carrying out correlation analysis for the data
sets of Dublin, Alpena, and Beauceville. Furthermore, data sets of Lake Michi-
gan Riverfront, Chicago-USA, and Sydney-Australia have been taken from NOAA
and Kaggle respectively. The Sydney, Australia data set contains Minimum and
Maximum Temperatures, Rainfall, Wind Gusts, Wind Gust Direction, Humidity,
Wind Speed, Pressure, Cloud density, and Rain status of the day and the day after.
Chicago, USA data set contains weather variables: Rain Interval, Precipitation type,
Wind Speed, Barometric Pressure, and Solar radiation. Hence, these two data sets
were allocated for identifying Inter-relationships of weather variables that affect or
are affected by Temperature and Precipitation uncovered through the correlation
analysis in Section 7.

3 Precipitation Calculation

In the process of calculation of precipitation, a few methods could be employed
depending on the temporal resolution of the available data.

3.1 Standard Precipitation Index (SPI)

SPI is a measure of how likely a certain amount of precipitation is to occur in a given
period. It involves fitting the precipitation data to a curve that describes how often
different amounts of precipitation occur, and then finding the corresponding point
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on a normal curve that has the same probability. The gamma curve is usually the
best choice for fitting the precipitation data. The density function expression for this
distribution is as follows [[10]:

1
BT(a)"

Here, « - shape parameter, 5 - scale parameter, x - the amount of precipitation,
and I'(a@) = /o y®~le~ldy is gamma function. The maximum likelihood estimates
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Here, A = In(X) - EI"T(X) and n is the sample size. By integrating formula
(1), which is the distribution function of precipitation G(x), we have the following
expression:

G(x) = /Ox ﬁarl(a)x“—le‘%dx, (x > 0), @)

where G (x) shows the chance of getting a precipitation amount that is equal to
or lower than x.Sometimes the actual precipitation samples may have a value of 0,
which means no precipitation. This means that the curve for precipitation has to be
adjusted. The rectified distribution function is as follows [10]:

H(x) =q+(1-¢)G(x) ®)

where ¢ is the chance of getting no precipitation at all. Based on the normal curve,
the function that shows how likely different amounts of precipitation are is given by
[LLO]:

t 2
(1) :/_ \/;_ﬂe_tzdt (6)

where F(t) shows the chance of getting a value that is equal to or lower than t.
The actual precipitation amount gives the related probability H(x). To find the SPI
value, we need to solve for t in the equation: H(x) = (¢). This gives the following
formula :

SPI=t=®"'(H(x)) (7

Therefore, H(x) is equivalent to a standard normal variable ¢ that has a mean
of zero and a variance of one. This means that SPI follows the standard normal
distribution. The formula above indicates that computing SPI requires a sufficient
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number of precipitation samples, usually more than 30 years of data [11] to estimate
areliable g value and the two parameters « and S [10].

3.2 Estimating Precipitation Distribution Parameters for Stations with
Short Data Series

It is hard to compute SPI without long-term observation data. Research suggests that
the parameters of precipitation distribution for stations with short data series can
be derived from the parameters of precipitation distribution for nearby stations with
long data series as follows [[10]:

1. Nearest Neighbor Substitution Method: This method calculates the spatial
distance between the stations based on their latitude and longitude data. Then, it
assigns the parameters of precipitation distribution for the short-sequence station
to be the same as the parameters of the closest long-sequence station.

2. Regional Average Method: This method selects N long-sequence stations around
the short-sequence station based on the spatial distance information and a given
value of N. Then, it computes the average values of the parameters of precipitation
distribution for the N long-sequence stations and uses them to calculate the SPI
for the short-sequence station.

3. Kriging Interpolation Method: This method is a spatial auto co-variance op-
timal interpolation method that is widely used in spatial interpolation problems
in Geosciences. It applies the ordinary Kriging interpolation method (which as-
sumes a linear relationship between the semi-variance function and the distance)
to estimate the parameters of precipitation distribution using the same data as the
regional averaging method.

4 Atmospheric Temperature in the Tropopause

The sun’s radiation and altitude determine the atmospheric temperature. As the
altitude increases, the atmospheric temperature decreases because the sunlight has
less effect on warming the Earth. The boundary layer where the temperature is
balanced is called tropopause. Above the tropopause is the stratosphere, which
warms up from above. The troposphere extends from the ground level to about 16
km (53,000 feet) in altitude. The stratosphere reaches up to 50 km (164,000 feet),
just above the ozone layer. To calculate the atmospheric temperature, we need to
know the specific location on the earth and the altitude. The average temperature
in the troposphere drops by 6.5 degrees Celsius per kilometer or 3.5 degrees F per
1,000 feet of altitude. For example, at 5 km above the ground, the temperature would
be 15 — (5 x 6.5) = —17.5 degrees Celsius. This formula is fairly accurate up to the
tropopause [12]].
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S Correlation Analysis Towards Identifying Interplay Between
Temperature and Precipitation

Correlation analysis is important for identifying the inter-relationship between dif-
ferent variables. The elements that are off the diagonal reveal various insights
(19l [21]. The temperature and precipitation variations were observed in Fig-
ure [T] which depicts data from 1990 to 2002 in Almaty, Kazakhstan-Central Asia
which experienced an extreme continental climate.

70 Average Precipitation vaiation 1990-2002 Almaty, Kazakhstan-Central Asia
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Fig. 1: Average variation of (a) Precipitation (b) Temperature from 1990-2003
Almaty, Kazakhstan.
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Furthermore, we also use Dublin, Beauceville, and Alpena data sets that have a
better temporal resolution of 24 hours, and we use them for carrying out correlation
analysis. The variations in Figure [2] have been observed using the pattern of pre-
cipitation and temperature oscillation with the temporal resolution of 24 hours. The
temperature oscillated closer to a |sinx| wave yearly depending on seasonal changes.
The orange line graph shows the temperature variation and the Blue line graph shows
the precipitation variation.

Precipitation in Alpena USA 2015-2020
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Fig. 2: Alpena - USA Temperature and Precipitation Oscillation from 2015 to 2020

Correlation analysis is significantly important in figuring out the interplay of
temperature and precipitation. In statistics,

X, Y
Correlation = o = COV(—) ®)
oxoy

When one variable changes, the other variable changes by the same magnitude
in the same direction, which shows a positive correlation between them [13]]. When
both variables change in opposite directions, it shows a negative correlation. A value
between O and -1 indicates that the two securities have opposite movements. The
correlated variables have a perfect negative correlation when o~ equals -1. Correlation
analyses of different weather datasets from the world are given below. Here we have
selected the areas Alpena - United States, Beauceville - Canada, Dublin - Ireland,
Sydney-Australia with a temporal resolution of 24 hours, and Chicago -United states
with a temporal resolution of one hour [9].

The observations of the correlation graphs (cf. Fig.3) show a negative correlation
between temperature and precipitation. We also observe that wind direction demon-
strates a smaller positive correlation with precipitation, whereas wind speed shows
a negative relationship. Snow is positively correlated to precipitation and negatively
correlated to temperature, confirming the aforementioned discovery.
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Correlation of weather variables Alpena,USA Correlation of weather variables Dublin,Ireland
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Fig. 3: Correlation Analysis of weather parameters around three distinct cities around
the world.

6 Rainfall Prediction

Using multiple linear regression and long-short-term memory, this section shows
how weather parameters can predict temperature and precipitation and how tempera-
ture and precipitation can predict rainfall. Since the Dublin, Alpena, and Beauceville
datasets did not contain direct rainfall data, we considered precipitation as a major
factor related to causing rainfall. We used the Chicago Lake Michigan lakefront
dataset with the parameters of Precipitation Type, Wind Speed, Air-Temperature,
Solar Radiance, Rain Intensity, Wet Bulb Temperature, Humidity, Barometric Pres-
sure, Total rain, Interval Rain, Wind Direction, and Maximum Wind Speed; and
Sydney- Australia Dataset which contains the parameters - Minimum and maximum
temperatures, rainfall, evaporation, wind data, humidity, pressure, and cloud data
with a temporal resolution of two hours and twenty-four hours, respectively, for the
rainfall prediction.
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6.1 Rainfall Prediction using Multiple Linear Regression

Regression analysis is a statistical method that estimates how variables are related
when one variable causes another variable to change. Univariate regression aims
to find a linear equation that relates one dependent variable and one independent
variable. The dependent variable is the outcome and the independent variable is
the predictor [14]. A Multiple Linear Regression analysis is performed in predict-
ing the values of a dependent variable, Y, given a set of p explanatory variables
(x1,x2,...,xp) [15]. In the first exercise, we consider temperature as the dependent
variable; and average wind speed, snow depth, and precipitation are the indepen-
dent variables. In the second exercise, the dependent variable is precipitation, and
temperature, wind speed, and snow depth are the independent variables.

Multiple linear regression was the first method used in this study to predict tem-
perature using other variables available in the dataset. We observe that the predicted
results were significantly accurate with the actual values. This also confirms the
theory of temperature’s effect on the weather variables of precipitation, humidity,
and pressure. When multiple linear regression was applied to predict precipitation,
results were observed, as mentioned in Figurewere observed. Here we can see that
for most of the lower precipitation values, a slightly higher value has been predicted
by the model. This could be a result of multicollinearity, which is the stronger depen-
dency of predictors with the related variables and outcome, which causes problems
in estimating the regression coefficients. A rain gauge was used to measure this
precipitation in inches as rainfall [9].

Therefore, we used PRCP as the settlement feature for predicting rainfall in Dublin,
Alpena, and Bauceville in this study. Rainfall data has been directly employed in
predicting rainfall in Sydney, Australia dataset which showed a false prediction
towards the lower rainfall values and more accurate predictions for higher rainfall
values as mentioned in Figure 5]

Figure [6] depicts the prediction of temperature using weather parameters such as
Average Wind Speed, Snow Depth and Precipitation. The Prediction of Precipitation
was conducted using Multiple Linear Regression using the same data set. The data
sets were segmented into 30% test and 70% training parts. The accuracy of the
temperature predictions is displayed in Table[T] which is generated from Figure[6]

Location Alpena-USA Chicago-USA Beauceville-Canada Dublin-Ireland
Coeflicient of Determinations 0.98 0.99 0.99 0.95

Table 1: Accuracy comparison between different data sets in predicting Temperature
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Fig. 5: Rainfall prediction for Sydney, Australia using multiple linear regression.

6.2 Rainfall Prediction using LSTM

The Long-Short-Term-Memory (LSTM) model is a Recurrent Neural Network that
can handle long-term dependencies better [T7]. All recurrent neural networks
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Fig. 6: Temperature prediction using multiple linear regression.

have a structure of a chain that repeats the modules [18]. LSTMs are similar to RNNs,
yet contain a different structure by having four network layers instead of having a
single layer, which interacts in a special way. The model has been trained with 6
epochs of batch size 32, which achieved an F1 score of 0.998. The accuracy of
rainfall prediction methods is usually measured by how well they detect true events
and avoid false ones. [4]. Hence, the model has been developed with higher accuracy.
The value and value loss achieved in each epoch are depicted in Figure |7/} When
comparing the two approaches for the prediction of Rainfall using Temperature and
Precipitation, the accuracy was measured. In the study, multiple linear regression
showed a lower accuracy whereas LSTM showed a higher accuracy. Hence we can
conclude that for the used data set, LSTM was a better fit. The LTSM model was
able to deal with the vanishing gradient problems [23] 24].

Prediction method Correlation coefficient Error %
Multiple Linear Regression 0.13 87%
LSTM 0.998 0.2%

Table 2: Accuracy comparison for different Machine Learning models for predicting
rainfall in Sydney-Australia
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Rainfall Prediction Model for Sydney-Australia
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Fig. 7: Accuracy analysis of Rainfall Prediction for Sydney-Australia using LSTM.

7 Conclusion and Future Work

We have examined how temperature and precipitation affect the likelihood of rainfall
in this paper. For this purpose, we have used data sets from Alpena, Chicago,
Beauceville, Sydney, and Dublin. This data has been analyzed focusing on the
detection of the correlation between temperature and precipitation and their inter-
dependency with other weather parameters. These data sets have also been employed
for predicting the occurrence of rainfall using different prediction models using
machine learning. The accuracy of the developed techniques has been analyzed for
finding the most accurate model fit for the data sets used.

In our future work, we expect to broaden with study by adopting different machine
learning techniques to predict weather variables as well as rainfall and to identify
the best-fitting models depending on the length of the data set and availability of
data. Consequently, it will be helpful for identifying the interplay between variables
toward highly accurate rainfall prediction.
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